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ABSTRACT 

In today's digital era, data has become a valuable asset that supports effective decision-making in various fields, 
including education. In Indonesia, the education sector needs a technology-based strategy to utilize data 
optimally in improving the quality of education services. Data mining, as an information technology approach, 
plays an important role in extracting valuable information from big and complex data. Classification algorithms 
such as the Decision Tree, specifically the C4.5 algorithm, are widely used in data mining to build accurate 
decision models. This study aims to apply the C4.5 algorithm to student data to support evidence-based decision-
making in education. Using RapidMiner software, this research focuses on classifying and analyzing student data 
to build a model that can simplify the decision-making process, making it easier to understand and implement. 
The results of this study show that there is a pattern of gender distribution in various classes, with some classes 
dominated by female students and others dominated by male students. The preprocessing stage successfully 
simplifies the data, so that relevant information can be analyzed more easily. These results underscore the 
importance of data mining technology in education data analysis for better decision-making, as well as provide 
new insights in designing data-driven education policies. 
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1. INTRODUCTION 
In today's digital era, data has become one of the most valuable assets in supporting effective decision-
making in various fields, including education. Education in Indonesia requires a technology-based 
strategy to optimally utilize data in improving the quality of education services (Sitanggang & Nabila, 
2024). Data mining, as one of the information technology approaches, is used to extract valuable 
information from big and complex data (Risqi Ananda et al., 2023). In this process, classification 
algorithms such as Decision Tree play a major role.  

The C4.5 algorithm is one of the classification techniques in machine learning used in data 
mining to form a decision tree with a high level of accuracy (Risnawati et al., 2023). Decision Trees turn 
data into decision rules, allowing decision-makers to understand problems in a simpler and more 
systematic way (Imam Nawawi & Zaehol Fatah, 2024). The Decision Tree model consists of nodes and 
branches, where each node represents the feature to be classified, while the branch defines the value 
that the node can retrieve (Firmansyach et al., 2023).  

Classification is the process of identifying and grouping objects into the same category based on 
specific attributes (Adhitya et al., 2023). In this context, RapidMiner, as one of the software for data 
analysis, makes it easier for users to carry out data mining, text mining, and predictive analysis processes 
(Nahjan et al., 2023) (Sholeh et al., 2023).  

This study aims to apply the Decision Tree algorithm to student data to support evidence-based 
decision making. By utilizing the C4.5 algorithm, this study focuses on the process of classifying and 
analyzing student data to produce a model that can make it easier to determine education policies. The 
main benefit of this approach is its ability to simplify complex decision-making processes to be easier to 
understand and implement (Hariyant et al., 2024). 
 
 
 
2. RESEARCH METHOD 
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A.  Data Collection 
At this stage, the researcher collected data from students in grade XII at SMK Negeri 1 Stabat for the 
2023-2024 academic year. Data collection is one of the most important stages in research (Yasin et al., 
2024).  
 
B.  Preprocessing 
Once the data is collected, the next step is preprocessing, Preprocessing is the stage of data cleaning and 
improvement. At the time of collecting data, the data obtained is usually unstructured and contains many 
irrelevant characters. The purpose of preprocessing is to remove the noise (Insan et al., 2023). 
 
C. Modeling and Analysis 
Next, the researcher modeled the decision tree using rapidminer, after being modeled, the researcher 
conducted an analysis. Modeling is one of the most important steps of effective data mining (Leni et al., 
2023). Analysis is an effort to observe in detail a thing or object by describing its constituent components 
or constituents for further study (Alfayed et al., 2023). 
 
 
3. RESULTS AND DISCUSSION 
 
A.  Data Collection 

 
 

Fig 1. Grade XII Student Data 
 
In Figure 1, data on grade XII students is presented consisting of several main attributes, namely NPSN 
as a unique identity of the school, student names that show the identity of each individual, gender as 
gender information, and classes that display the division of students based on learning level. 
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Fig 2. Grade XII Student Data after Preprocessing 
 
In Figure 2, the data of grade XII students after going through the processing process is displayed, which 
shows information that has been simplified into two main attributes, namely gender as the identification 
of the student's gender and class as the category of their learning level. 
 

 
B.  Pemodelan dan Analisis 
 

 
 

Fig 3. Model Decision Tree 
 
In Figure 3, it can be seen that the decision tree model consists of 11 branches on the left side (7 branches 
are bright blue, and the other 4 branches are a combination of blue and red), and 11 branches on the 
right side (8 branches are bright red, and the other 3 branches are a combination of red and blue). The 
female gender dominated more in the classes (AKL, Busana 1, Busana 2, Busana 3, MP, PM, TKDS, DPIB 
1, DPIB 2, TKJ 3, and TKJ 2), while the male gender dominated more in the classes (TKR 2, TRR 1, TKR 3, 
TP, TSM 1, TSM 2, TITL 2, TITL 1, TKJ 1, TAV 1, and TAV 2). 
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Fig 4. Description Decision Tree 

 
In Figure 4, it can be seen that this data shows the distribution of female (F) and male (M) students 
across various classes. Classes with a majority of females (F) include "AKL" (32 F, 0 M), "Busana 1" (35 
F, 0 M), "Busana 2" (34 F, 0 M), "Busana 3" (32 F, 0 M), "TKDS" (32 F, 0 M), "MP" (35 F, 1 M), "PM" (33 F, 
1 M), "TKJ 2" (21 F, 14 M), and "TKJ 3" (21 F, 14 M). On the other hand, classes with a majority of males 
(M), such as "TAV 1" (7 F, 22 M), "TAV 2" (8 F, 23 M), "TITL 1" (1 F, 33 M), "TITL 2" (0 F, 28 M), "TKR 1" 
(0 F, 33 M), "TKR 2" (0 F, 29 M), "TKR 3" (0 F, 30 M), "TP" (0 F, 34 M), "TSM 1" (1 F, 30 M), and "TSM 2" 
(0 F, 32 M), show a dominance of males. Some classes, such as "DPIB 1" (17 F, 17 M) and "DPIB 2" (18 F, 
15 M), have a nearly balanced distribution of female and male students. 
 

 
4. CONCLUSION 
This study shows that the application of the C4.5 algorithm in student data analysis using RapidMiner 
provides significant results in facilitating evidence-based decision-making in education. Based on the 
Decision Tree model that was built, it can be seen that there is a gender distribution pattern in various 
classes at SMK Negeri 1 Stabat, with certain classes dominated by female students and other classes 
dominated by male students. The preprocessing process that is carried out successfully simplifies the 
data, so that relevant information can be easily analyzed. These results illustrate how important data 
mining technology is in optimizing education data analysis for better decision-making, as well as 
providing new insights in designing data-based education policies. 
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