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ABSTRACT  

This research aims to optimize the use of Machine Learning in Natural Language Processing (NLP) to analyze user 
sentiment in the social media application TikTok. The growth and development of the TikTok application among users, 
makes it important for users to understand users' views and feelings towards the content they consume by exploring various 
Machine Learning techniques that can be used to classify TikTok user sentiment based on text produced using NLP 
methods, it is hoped that this can provide useful insights. valuable in understanding TikTok users' responses and 
preferences to the content they encounter on the TikTok platform. 
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1. INTRODUCTION 

The rapid development of social media has changed the way we communicate, share information and 
consume digital content. TikTok, as one of the fastest growing social media platforms, attracts millions of users 
with its unique features and interactive short video content. This phenomenon creates the need to understand 
usage patterns and user sentiment towards various content on the Tiktok platform. 

Sentiment analysis, which aims to identify and categorize opinions expressed in text, is becoming an 
important tool in understanding user perceptions. This technology allows the detection of positive, negative or 
neutral attitudes towards a topic. With advances in Natural Language Processing (NLP), sentiment analysis can 
be automated, enabling efficient processing of very large volumes of data. 

 Machine learning plays a key role in the development of more accurate and effective NLP techniques. By 
applying machine learning algorithms, such as Naive Bayes, Support Vector Machines, and Recurrent Neural 
Networks, sentiment analysis can be optimized to produce more precise and relevant results. These optimizations 
not only improve sentiment classification accuracy, but also provide deeper insights into user interaction and 
engagement. 

This research aims to explore and optimize machine learning techniques in NLP for sentiment analysis on 
the social media application TikTok. Through collecting user comment data and applying various machine 
learning algorithms, this study seeks to identify the best approach to improve understanding of user perception. 
The findings from this research are expected to make a significant contribution to developing content strategies 
and improving user experience on TikTok. 
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2. RESEARCH METHOD 

 
 
 

Fig 1. Research Methode 
 
1. Text Processing: 
 a. Clean the text from noise (punctuation, unimportant words, irrelevant emoticons) 
 
2. Tokenization: 
 a. Divide text into tokens (individual words) 
 
3. Feature Creation: 
 Extract important features (key words, important phrases, sentence patterns that indicate sentiment) 
 
4. Language Modeling: 
 Use Word Embeddings or Transformer models to understand context and relationships between words in text 
 
5. Sentiment Classification: 
 a. Train a Machine Learning model using the extracted features 
 b. Classify TikTok users' texts into sentiment categories (positive, negative, neutral) 
 
6. Fine-Tuning: 
 a. Perform fine-tuning on Machine Learning models to improve the accuracy of sentiment analysis 
 

 
3. RESULTS AND DISCUSSION  

In this section, the results of discussions regarding the optimization of Machine Learning techniques in 
Natural Language Processing (NLP) for user sentiment analysis in the TikTok application will be presented. 
Data and findings from experiments will be described clearly to provide an overview of the effectiveness of the 
methods used. 

 
1. Data Collection and Pre-Processing 
TikTok user comments are collected in large numbers, covering a wide range of topics and sentiments. 

This raw data is then cleaned of noise, such as punctuation, unimportant words, and irrelevant emoticons, to 
ensure the quality of the data to be used in model training.Tokenization and Feature Extraction. After cleaning, 
the text is broken down into individual tokens. Methods such as Term Frequency-Inverse Document Frequency 
(TF-IDF) and Word Embeddings are used to extract important features that represent text. This approach helps 
in capturing keywords, important phrases, and sentence patterns that reflect user sentiment. 

 
2. Language Modeling and Model Training 
Several Machine Learning algorithms are applied for language modeling and sentiment classification, 

including Naive Bayes, Support Vector Machines (SVM), and Recurrent Neural Networks (RNN). Word 
Embeddings such as Word2Vec and GloVe, as well as Transformer models such as BERT, are used to understand 
the context and relationships between words in text. 
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3. Model Evaluation 
The trained models are evaluated with metrics such as accuracy, precision, recall, and F1-score. The 

results show that the Transformer model, especially BERT, provides the best performance with high accuracy in 
TikTok user sentiment classification. This model is able to capture context better than traditional methods. 

 
4. Fine-Tuning and Optimization 
A fine-tuning process is carried out on the best performing models to further improve the accuracy of 

sentiment analysis. Tuning hyperparameters and using regularization techniques helps reduce overfitting, 
resulting in more accurate and consistent sentiment classification. 

 
5. Sentiment Analysis 
From the results of sentiment classification, the views and feelings of TikTok users towards various 

types of content are analyzed. This analysis shows sentiment trends and patterns that can be used to understand 
user preferences. Content with positive sentiment is often associated with creative and educational videos, while 
negative sentiment appears more often with controversial or low-quality content. 

 
6. Discussion 
This research shows that Machine Learning techniques in NLP significantly improve the accuracy and 

efficiency of user sentiment analysis on TikTok. Transformer models such as BERT have been proven to be able 
to provide more precise sentiment classification than conventional methods. The results of this implementation 
provide valuable insight into user perceptions, which can be leveraged to develop more effective content 
strategies. A deep understanding of user sentiment allows developers and content creators to better respond to 
audience preferences, thereby increasing user engagement and satisfaction. These findings open up opportunities 
for further research, especially in optimizing Machine Learning models with more diverse data and larger 
volumes. With the development of technology and methods in the field of NLP, it is hoped that the accuracy and 
relevance of sentiment analysis will continue to increase in the future. 

 
4. CONCLUSION  
This research succeeded in showing that the application of Machine Learning techniques, especially 
Transformer-based models such as BERT, is very effective in analyzing user sentiment on the social media 
platform TikTok. Through a series of experiments involving data collection, text pre-processing, feature 
extraction, and model training, it was found that the Transformer model was able to provide high accuracy and 
precision in sentiment classification. This model's ability to capture context and relationships between words in 
text produces more relevant and in-depth analysis of user perceptions of content on TikTok. 
 
This optimization of Machine Learning techniques not only improves sentiment classification accuracy, but also 
provides important insights into user interactions and preferences. It is hoped that the results of this research will 
help in developing content strategies that are more effective and responsive to audience needs, as well as 
increasing user engagement and satisfaction on TikTok. 
 
These findings open opportunities for further research in optimizing Machine Learning models with more diverse 
data and larger volumes, as well as their application on other social media platforms. 
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