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ABSTRACT 

This research aims to compare the accuracy of the Naïve Bayes and Decision Tree methods in predicting Land 
and Building Tax (PBB-P2) compliance in Tebing Tinggi city. The data used includes tax and payment 
determination for 2022 and 2023. The methods applied include data preprocessing, use of an inconvenience 
matrix for evaluation, as well as measuring accuracy with various data sharing ratios (80:20, 75:25, 70:30, 60:40, 
and 50:50). The research results show that the Decision Tree model consistently has much higher accuracy 
compared to the Naïve Bayes model, with accuracy reaching 99% at all data split ratios, while Naïve Bayes shows 
accuracy between 54% and 56%. The confusion matrix supports this finding by showing that the Decision Tree 
model has higher True Positives and True Negatives, and lower False Positives and False Negatives compared to 
Naïve Bayes. In conclusion, the Decision Tree method is more effective in classifying tax compliance compared to 
Naïve Bayes so that it is a more optimal choice for a tax compliance classification system based on the accuracy 
and performance obtained from this research. 
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1. INTRODUCTION 

Information technology utilization is recognized as one of the ways organizations support the 
effectiveness of achieving their goals, including government organizations (Mugiarto et al., 2023). The 
development of information and communication technology is rapidly advancing and has a significant 
impact on human daily activities (Khoiriah et al., 2023). One of the technological advancements that has 
captured attention and transformed the way we interact with the world is artificial intelligence, 
commonly known as AI (Hanila & Alghaffaru, 2023). Within the scope of AI, machine learning (ML) 
technology refers to systems developed to learn autonomously without direct guidance from users. 
(Hanila & Alghaffaru, 2023). 

Land and Building Tax is a highly potential source of revenue for regions as one of the direct 
taxes (Kolatung, 2021). The Rural and Urban Land and Building Tax is levied on the ownership, control, 
and/or use of rural and urban land and/or buildings. Land refers to the surface of the Earth, including 
land and inland waters as well as seas within the region. Buildings are engineering constructions that 
are permanently fixed or attached to the land and/or inland waters and/or seas (Sabu & Tang, 2023). 
Tax compliance is described as the condition in which all tax obligations are fulfilled and tax rights are 
exercised. This compliance is a strategic action aimed at increasing state revenue (Coo et al., 2021). To 
determine taxpayer compliance, classification is necessary. Classification is the process of identifying 
definitions of similar characteristics within a group or class (Yudana et al., 2023). The goal of 
classification is to accurately predict the target class for each case in the data (Alfiah, 2021). 

In the context of machine learning, there are various classification methods used to analyze and 
predict data. One simple classification method is Naive Bayes, which utilizes probability theory to find 
the best likelihood and predict future probabilities based on past information (Wibisono et al., 2020). 
Additionally, the Decision Tree is one of the most popular classification methods in ML, known for its 
ability to break down complex decision-making processes into simpler, more understandable structures 
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for humans (Rahmansyah Nur, Ningsih Sari, Lantana Dhieka Avrilia, Suryaningtyas Adisti, Wirawan 
Putri, Wijaya Sifonne Adi, 2023). To evaluate the performance of classification models such as Naive 
Bayes and Decision Tree, a Confusion Matrix is used. A Confusion Matrix is a method that illustrates the 
model's accuracy by presenting a table showing the number of test data correctly classified as well as 
the number of test data misclassified (Isman et al., 2021). The use of a Confusion Matrix allows for the 
acquisition of important evaluation metrics such as accuracy, precision, recall, and F1-score, which serve 
to assess the effectiveness of the applied classification methods (Endang Etriyanti, 2021). 

This research can be conducted through a comparative study, which is a type of analysis aimed 
at comparing the similarities and differences between two or more objects under investigation to 
discover a new conceptual framework (Rizkita & Supriyanto, 2020). To conduct a comparison, Google 
Colab and Python are required. Google Colab, also known as Colab, is a free cloud computing service 
provided by Google that allows users to create or run Python programs in a web browser (Maulana & 
Noriska, 2023). Python is a programming language that uses an interpreter to execute its code. This 
interpreter translates the code directly, allowing Python to be run on various platforms, such as 
Windows, Linux, and others (Rahman et al., 2023). Based on the previous explanation, this research aims 
to compare the Naive Bayes and Decision Tree methods in predicting the compliance of Land and 
Building Tax (PBB-P2) taxpayers in Tebing Tinggi city by calculating their accuracy values. Through this 
comparative study, it is hoped that a more effective classification method for predicting tax compliance 
can be identified, thereby providing deeper insights into the performance of both methods. 
 
2. RESEARCH METHOD 
a. Data Collection, where property tax (PBB-P2) determination and payment data for the tax years 2022 

and 2023 in Tebing Tinggi city are used 
b. Data preprocessing, performed to obtain high-quality data (Endang Etriyanti, 2021).  
c. Confusion Matrix, according to (Yulian et al., 2023), consists of rows and columns. Rows represent 

the results for actual classes, while columns represent the results for predicted classes. For binary 
classification problems, a 2x2 matrix is used, displaying values for True Positives (TP), True 
Negatives (TN), False Positives (FP), and False Negatives (FN). True Positives (TP) indicate the 
number of positive reviews that the model correctly predicted. True Negatives (TN) show the 
number of negative reviews that the model correctly predicted. False Positives (FP) represent the 
number of negative reviews that the model incorrectly predicted as positive, and False Negatives 
(FN) reflect the number of positive reviews that the model incorrectly predicted as negative. This 
matrix is used to test and compare the accuracy of Naïve Bayes and Decision Tree models. 
 

3. RESULTS AND DISCUSSION 
A.  Data collection 

 
Fig 1. Determination and Payment Data 
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In Figure 1, the data for property tax (PBB-P2) determination and payments for the tax years 2022 and 
2023 can be seen, consisting of columns (NOP, NM_WP_SPPT, THN_PAJAK,SPPT, NJOP_BUMI, NJOP_BNG, 
KETETAPAN, BAYAR) 

B.  Pre Processing 

 
 

Fig 2. Data Preprocessing 
 

In Figure 2, the data for property tax (PBB-P2) determination and payments for the tax years 2022 and 
2023, after preprocessing, can be seen. It consists of the following columns (NOP, NJOP_BUMI, 
NJOP_BNG, KETETAPAN, BUKU, TOTAL_TUNGGAKAN, TOTAL_PEMBAYARAN, STATUS) 
 

 
C. Confusion Matrix 

 
Fig 3. Confusion Matrix 
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The confusion matrix displayed in Figure 3 shows the following values: [[13368 388], [11998 2412]]. In 
the confusion matrix, rows represent the results for actual classes, while columns represent the results 
for predicted classes. According to the theory (Yulian et al., 2023), in this 2x2 matrix for binary 
classification, the number 13,368 represents True Positives (TP), which indicates the number of correct 
predictions for the positive class. The number 388 is False Positives (FP), showing the number of 
incorrect predictions for the positive class. The number 11,998 represents False Negatives (FN), 
reflecting the number of incorrect predictions for the negative class. Finally, the number 2,412 denotes 
True Negatives (TN), indicating the number of correct predictions for the negative class. This confusion 
matrix provides insights into the model's ability to classify data, both in terms of correct predictions and 
classification errors. 
 
D. Testing and Comparing the Accuracy of Naive Bayes and Decision Tree Methods 
1) Testing with 80:20 

  
(a) (b) 

Fig 4. Results of Testing with 80:20, 
(a) Naïve Bayes, (b) Decision Tree 

 
The results of testing with an 80:20 split, as shown in Figure 4, indicate that the Naïve Bayes model 
achieved an accuracy rate of 54%, while the Decision Tree model achieved an accuracy rate of 99%. 
Thus, the Decision Tree model demonstrates the highest accuracy. 
 
2) Testing with 75:25 

 
 

(a) (b) 
Fig 5. Results of Testing with 75:25, 
(a) Naïve Bayes, (b) Decision Tree 
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The results of testing with a 75:25 split, as shown in Figure 5, indicate that the Naïve Bayes model 
achieved an accuracy rate of 54%, while the Decision Tree model achieved an accuracy rate of 99%. 
Thus, the Decision Tree model demonstrates the highest accuracy. 

 
3) Testing with 70:30 

 

 

(a) (b) 
Fig 6. Results of Testing with 70:30, 
(a) Naïve Bayes, (b) Decision Tree 

 
The results of testing with a 70:30 split, as shown in Figure 6, indicate that the Naïve Bayes model 
achieved an accuracy rate of 56%, while the Decision Tree model achieved an accuracy rate of 99%. 
Thus, the Decision Tree model demonstrates the highest accuracy. 

 
4) Testing with 60:40 

 

 
(a) (b) 

Fig 7. Results of Testing with 60:40, 
(a) Naïve Bayes, (b) Decision Tree 

 
The results of testing with a 60:40 split, as shown in Figure 7, indicate that the Naïve Bayes model 
achieved an accuracy rate of 56%, while the Decision Tree model achieved an accuracy rate of 99%. 
Thus, the Decision Tree model demonstrates the highest accuracy. 
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5) Testing with 50:50 

 

 
(a) (b) 

Fig 8. Results of Testing with 50:50  
(a) Naïve Bayes, (b) Decision Tree 

 
The results of testing with a 50:50 split, as shown in Figure 8, indicate that the Naïve Bayes model 
achieved an accuracy rate of 56%, while the Decision Tree model achieved an accuracy rate of 99%. 
Thus, the Decision Tree model demonstrates the highest accuracy. 
 
6. Results of Overall Accuracy Comparison Testing 

 
Fig. 9 Overall Accuracy Comparison Results of Naïve Bayes and Decision Tree 

 
From Figure 9, it can be observed that the overall comparison results of Naïve Bayes and Decision Tree 
across tests with splits of (80:20, 75:25, 70:30, 60:40, 50:50) indicate that the Decision Tree model has 
the highest accuracy compared to Naïve Bayes. 
 
4. CONCLUSION 
Based on the results of testing conducted with various data splits, it was found that the Decision Tree 
model consistently shows a significantly higher accuracy compared to the Naïve Bayes model. In tests 
with data splits of 80:20, 75:25, 70:30, 60:40, and 50:50, the Decision Tree model achieved an accuracy 
rate of 99%, while the Naïve Bayes model had accuracy ranging from 54% to 56%. These results indicate 
that the Decision Tree is more effective in classifying tax compliance compared to Naïve Bayes. The 
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confusion matrix also supports this finding by showing that the Decision Tree model has higher True 
Positives and True Negatives, and lower False Positives and False Negatives compared to Naïve Bayes. 
Overall, choosing the Decision Tree model for the tax compliance classification system is a more optimal 
decision based on the accuracy and performance levels obtained from this study. 
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