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ABSTRACT 

By leveraging Data Mining technology, specifically the Decision Tree algorithm, this study focuses on clustering 
data based on age and gender to enhance the efficiency and personalization of services in nursing homes. The 
data used spans from January 2024 to April 2024, encompassing 333 rows that have been processed for 
classification purposes. The developed Decision Tree model accurately separates the data based on age, with 
results showing the gender distribution within each age group. These findings indicate that the Decision Tree 
algorithm is effective in identifying gender based on specific age boundaries, which can be applied to improve 
the quality and effectiveness of nursing home services. The analysis provides valuable insights for better planning 
and management of social services, making this approach relevant for demographic data management in nursing 
homes. 
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1. INTRODUCTION 
Technological advancement is essentially a testament to the evolution of human thought 

(Aminullah & Ali, 2020). Fundamentally, technology is designed to make human tasks easier (Putri & 
Sutabri, 2023). Data Mining technology can be used to make predictions by leveraging historical data to 
infer future events (Putri & Sutabri, 2023). Data Mining is a common method for extracting information 
from big data (Alwendi et al., 2023). It can also be defined as a process that employs statistical, 
mathematical, artificial intelligence, and machine learning techniques to identify and extract useful 
information and knowledge from large databases (Yolanda Paramitha et al., 2023). 

The Decision Tree algorithm is a frequently used Data Mining algorithm for solving classification 
problems (Kurnia Illahi et al., 2023). Classification involves grouping data or studying something based 
on its characteristics (Widiastuti et al., 2023). RapidMiner is one of the software tools for data mining 
processing (Indranu et al., 2024). 

In a social context, nursing homes provide essential services for the elderly, including basic 
needs such as food and clothing, physical and spiritual care, social guidance, and appropriate religious 
counseling (Kumalasari et al., 2023). By applying age and gender classification using Data Mining 
technology and Decision Tree algorithms, this information can assist in tailoring services and meeting 
the needs of nursing home residents. This technology enables more efficient data management and 
service personalization, thereby enhancing the effectiveness and quality of the assistance provided. 
 
 
2. RESEARCH METHOD 
a. Data Classification: Data is classified based on age and gender. 
b. Data Collection: This is a crucial step in obtaining the necessary information (Saefuddin et al., 

2023). The data collected includes the "DAFTAR WARGA BINAAN SOSIAL UPTD PELAYANAN 
SOSIAL LANJUT USIA KISARAN, JL. PERINTIS KM.8 SIMPANG TIGA LEMANG, KEC. SIMPANG 
EMPAT, KAB. ASAHAN" from January 2024 to April 2024. 

http://creativecommons.org/licenses/by-sa/4.0/
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c. Data Preprocessing: This is an important step before starting the data mining process, as it ensures 
the quality of the dataset before modeling (Khairunnas et al., 2023). 

d. Model and Analysis: After the data preprocessing phase, the next step is to generate the Decision 
Tree model and then analyze the results of this model. 

 
3. RESULTS AND DISCUSSION 
A. Data Collection 

 
Fig 1. Data Collection 

 
In Figure 1, the data collection consists of 333 rows, including the header, and includes the following 
columns: Name WBS, Wife/Husband’s Name, Number of Children, Age, Gender, Date of Entry, Room, ID 
Number, Family Card Number, Origin Location, and Information. 
 
B.  Data Processing 

 
Fig 2. Data Preprocessing 
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In Figure 2, after preprocessing, the dataset remains at 333 rows, including the header, but the 
number of columns is reduced to only Age and Gender. 

 
B.  Model and Analysis 

 
Fig 3. Model Decision Tree 

 
In Figure 3, the Decision Tree model is used to classify data based on age. The process begins with the 
root node that splits the data at the age of 58 years. If the age is greater than 58, the tree continues to 
the next branch with the criterion of age greater than 95, which identifies the result as "Male." For ages 
less than or equal to 95, the tree further divides based on age greater than 86.500, which identifies the 
result as "Female." If the age is less than or equal to 86.500, the next split is at age greater than 85.500, 
resulting in "Male." Ages less than or equal to 85.500 are split further at age greater than 83, which 
identifies the result as "Male." Ages less than or equal to 83 are divided at age greater than 74.500, 
resulting in "Female." If the age is less than or equal to 74.500, the next division is at age greater than 
60.500. For ages greater than 60.500, the tree continues to the next branch with age greater than 63.500, 
splitting further at age greater than 67, resulting in "Male," and ages less than or equal to 67, resulting 
in "Female." If the age is less than or equal to 63.500, the next split is at age greater than 61.500, which 
identifies the result as "Male," while ages less than or equal to 61.500 are identified as "Female." Finally, 
for ages less than or equal to 60.500, and ages less than or equal to 58, the result is "Male." Each branch 
of this Decision Tree is designed to separate the data based on age, identifying the gender result at each 
leaf node. 
 

 
Fig 4. Decision Tree Model Description  
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In Figure 4, the Decision Tree Model Description divides data based on age to identify gender. The 
process begins with ages greater than 58 years. The first split at ages greater than 95 identifies as "Male," 
while ages less than or equal to 95 are further divided at ages greater than 86.500, identifying as 
"Female." If the age is less than or equal to 86.500, the next split occurs at ages greater than 85.500, 
identifying as "Male." Ages less than or equal to 85.500 are further split at ages greater than 83, resulting 
in "Male." Ages less than or equal to 83 are divided at ages greater than 74.500, identifying as "Female." 
For ages less than or equal to 74.500, the data is split at ages greater than 60.500, with further division 
at ages greater than 63.500. This split shows a balanced result between males and females for ages 
greater than 67, with differing distributions below this age. Ages less than or equal to 63.500 are split at 
ages greater than 61.500, resulting in "Male" on one branch and "Female" on the other. Finally, for ages 
less than or equal to 60.500 and 58, the results are "Female" and "Male," respectively. This Decision Tree 
illustrates how gender distribution is influenced by age within the dataset. 
 
4. CONCLUSION 
The analysis of age and gender classification using the Decision Tree model demonstrates that this 
algorithm is effective in segmenting data by age to identify gender in a nursing home setting. The model 
partitions the data by grouping individuals based on specific age thresholds, resulting in accurate 
classifications of males and females. This approach enables the obtained information to enhance 
personalization and efficiency of services within the nursing home, ensuring that needs and services are 
more appropriately tailored to each individual. Utilizing the Decision Tree in this context allows for a 
deeper understanding of age and gender distribution, contributing to improved planning and 
management in social services. 
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